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Abstract 

 

Value investing is one of the most popular investment strategy for investors to search for the undervalued stocks 

based on their financial reports and balance sheets. However, the numerous metrics derived from the financial 

statements are not easy for the investor to analyze and determine the financial health of a company. The main purpose 

of this study is to employ feature extraction to identify a smaller number of financial ratios for the prediction of stock 

return which reflects the quality of a company. Two regression approaches, including Multilayer Perceptron model 

and Meta Regression by discretization model, were incorporated with feature extraction to evaluate the forecast 

performance for two different industries in Taiwan. The results demonstrated that the prediction errors were improved 

for both models by the feature extraction strategy which reducing the original 16 variables into 5 variables. Besides 

that, both models achieved better prediction result in concrete industry rather than rubber industry. Finally, this paper 

concluded that the overall performance of the Multilayer Perceptron model is better than the other model. 
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Introduction 

 

The reason fundamental analysis used in this paper is because inspire of Benjamin Graham and Warrant 

Edward Buffet. They discuss about value investment. Both of them used fundamental analysis to analyze actual value 

of a company, and gain huge amount of profit. According to the successful of Graham and Buffet, I believe that study 

about fundamental analysis to predict stock price is worth to study. Besides that, many article come out with financial 

information such as P/E, cash flows rate, asset turnover, ROA, net profit, equity growth rate and et cetera will effects 

the future stock price.   

 

  Our finding is reveal significant between fundamental variable and future stock return in Taiwan equity 

market. The past article shows that Taiwan equity market frequently rose and fall according to the information 

release, means that Taiwan equity market is predictable. 

 

In this paper, we use Multilayer Perceptron model, Meta Regression by discretization model and fundamental variable 

to build a model to predict future stock price. We added fundamental variable such as asset utilities, profitability, 

liquidity, growth and valuation to test the correlation between the influences of prediction model. This paper focus on 

comparing which model is better in stock return prediction, and employs feature extraction to identify a smaller 

number of financial ratios for the prediction of stock return which reflects the quality of a company. The research 

framework was summarized in Figure 1. 

Literature Review 

From a human’s point of view, it is very difficult to detect trends and extract patterns from data which is 

imprecise and complex. However, some research works have reported that neural network helps us to work on it. 

Reza et al. (2015), propose a new intelligent model in a multi-agent framework called bat-neural network multi-agent 

system (BNNMAS) to predict stock price. The results show that BNNMAS significantly performs accurate and 

reliable, so it can be considered as a suitable tool for predicting stock price especially in a long term periods. In 

addition, Taufeeque and Yusuf (2015) presents that using Artificial Neural Network (ANN) models to predict stock 
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price in India The preliminary data testing yielded encouraging results for the model. Finally the predicted values of 

stock have a testing accuracy of more than 85%. 

 

Figure 1: Research Framework 

Some researches applies hybrid model to increase the prediction accuracy. Mahdi et al. (2016), description about 

prediction the financial distress of Iranian firms, with four techniques: support vector machines, artificial neural 

networks (ANN), k-nearest neighbor and naïve. Besides that it is also the first study in Iran which used such methods 

to analyzing the data. Therefor the results might help in the Iranian condition as well for other developing nations. 

Sasan and Mohammad (2015) show that the proposed hybrid model is a proper tool for effective feature selection and 

these features are good indicators for the prediction of risk and return.  

Jigar Patel et al. (2014) presented to comparison model between four prediction models, Artificial Neural 

Network (ANN), Support Vector Machine (SVM), random forest and naive-Bayes with two approaches the input to 

these models. Experimental results also reveal that the performance of all the prediction models improves when these 

technical parameters are represented as trend deterministic data. On the other hand, Huseyin & Theodore (2008) 

developed two models in order to forecast the short term stock price movements by using technical indicators. 

Comparison shows that support vector regression (SVR) out performs the multilayer perceptron (MLP) networks for a 

short term prediction in terms of the mean square error. However, if the risk premium is used as a comparison 

criterion, then the support vector regression technique is as good as the multilayer perceptron method.  

Research Methodology 

In order to investigate the performance of a number of learning algorithms for predicting the stock return, two 

different models and related performance measures are briefly described as follows. 

Normally, the research works might be unable to derive efficient prediction results through the machine learning 

models based on high dimensional and voluminous data. The performance of prediction models will be limited if the 

analysis apply the raw data directly to train, verify and test their models. As a result, to reduce the complexity of 

computation of data analysis, and increase the model accuracy, the original data need to be transformed from high-

dimensional space to a space of fewer dimensions. The Principal Component Analysis (PCA) was applied in this 

study to reduce the original 16 variables into 5 variables during the stage of feature extraction. (Ian and Eibe 2005) 

The one of PCA consistence equation of 16 variables can be portion shows as below:  

0.432F+0.425E+0.422D+0.405G+0.313M…   
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In this equation F= Net profit margin, E= ROA, D= EPS, G= Net rate of return, M= Net income growth rate  

The first model evaluated in this study is the Multilayer Perceptron (Ian and Eibe 2005) which is a feed forward 

artificial neural network model based on backpropagation learning algorithm. The model maps a set of independent 

variables onto a set of appropriate outputs which represent the decision variables or dependent variables. The 

mapping process is fulfilled through a network structure that consists of multiple layers of neural nodes with a 

nonlinear activation function for each. In contrast to the linear regression model, the output of neural network is a 

nonlinear function of the independent variables. 

In addition, the sigmoid function applied as activation function for network is a hyperbolic tangent which ranges 

from -1 to 1. The hidden layer of the neural network is defined as the average of the number of independent variables 

and number of dependent variables. For speeding up the convergence of the training process, the learning rate and 

momentum are set to 0.5 and 0.2 respectively. Then set the Nominal to Binary Filter as TRUE. This could help to 

improve performance if there are any nominal attributes in the data.  

Validation Threshold set as 20, Validation Threshold is used to terminate validation testing. The value here 

determine how many times in a row the validation set error can get worse before training is terminated. 

Normalize Attributes is to improve the performance of the network, furthermore this will also normalize nominal 

attributes as well, therefore I set the Normalize attribute as TRUE. Besides that, the number of decimal places is a 

signed as 2. It is used for the output of numbers in the model. 

The setting of batch size indicates that the preferred number of instances to process if batch prediction is being 

performed. More or fewer instances might provided, but this gives implementations a chance to specify a preferred 

batch size. Hence I set the Batch size as 100.Validation Set Size set as 0 means that no validation set will be used and 

instead the network will train for the specified number of period. After that, the training time is set as 500, and 

training time means the number of period to train. 

For the purpose of improving general performance of the network training, the decaying learning rate started 

from the original value of 0.5 was applied to help the network reducing the divergence between desired and actual 

output. Meanwhile, the input variables are also normalized to improve performance of the network. 

Another applied methodology is Meta Regression by discretization (Ian and Eibe 2005) which is an extension to 

subgroup analyses that divides a set of numerical values into a set of intervals for the class attribute. In other words, 

the continuous attribute will be divided into a number of bins using equal-width discretization, and then a specified 

base regression learners will be employed to predict outcomes. 

The predicted outcomes based on the synthesis of each discretized interval will allows the effects of multiple 

factors to be investigated simultaneously. To implement the Meta Regression by discretization, The C4.5 algorithm of 

decision tree was used as the based learner. The number of discretized interval was set to 10 bins. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Portion result of Meta regression in concreate industries 

A <= 0.42 

|   N <= -28.5 

|   |   I <= 62.89 

|   |   |   E <= -1.92: '(9.73018-25.1409]' (3.0/1.0) 

|   |   |   E > -1.92 

|   |   |   |   D <= 0.11 

|   |   |   |   |   O <= 0.39 

|   |   |   |   |   |   D <= -0.75: '(-21.09126--5.68054]' (2.0) 

|   |   |   |   |   |   D > -0.75: '(40.55162-55.96234]' (2.0) 

|   |   |   |   |   O > 0.39 
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In figure 2, if total asset turnover smaller or equal to 0.42, operating margin growth rate smaller or equal to -28.5, 

quick ratio smaller or equal to 62.89 and  ROA smaller or equal to -1.92, imply that the output of Meta regression is 

between 9.73018 and 25.1409. Finally, the resulting size of pruned decision tree was 197 with 99 leave nodes. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Prediction Rubber Industries of Meta regression 

 

In figure 3, if net profit margin bigger or equal to -16.64, net income growth rate smaller or equal to -.2.75, net 

growth rate smaller or equal to 131.66, receivable turnover smaller or equal to 8.2, net growth rate smaller or equal to 

-164.76 and receivable turnover smaller or equal to 6.48, imply that the output of Meta regression is between -

40.79422 and 20.29938. Finally, the resulting size of pruned decision tree was 231 with 116 leave nodes. 

 

 After building the Meta-Regression model and Multilayer Perceptron model, several criterions are applied to 

evaluate and compare the performance of models. Both the mean absolute error (MAE) and root mean squared error 

(RMSE) can be used to measure the accuracy of forecast result for continuous variables. The MAE is calculated 

through the absolute values of the differences between actual target and the corresponding predicted target. On the 

contrary, the differences are each squared and then averaged over the sample prior to the square root calculation is 

taken for the RMSE. The mean absolute error is given by the following equation, where ai is the actual target and pi 

represent the predicted target. 

                                                 (1.3) 

Normally the RMSE will be larger or equal to the MAE as the prediction errors are calculated by squared rather 

than absolute calculation. The root mean squared error is very common error metric and is described as following 

equation. 

 

Unlike the MSE and RMSE looking at the average difference between actual target and predicted target, the 

relative absolute error (RAE) and root relative squared error (RRSE) try to divide the differences by the variation of 

actual target, and results in a measure scale from 0 to 1 which can be used for the variables with different units. 

Basically, the RAE and RRSE can be described as the following equations. 

                                            (1.5) 

 

F > =-16.64 

|   M <= -2.75 

|   |   O <= 131.66 

|   |   |   C <= 8.2 

|   |   |   |   O <= -164.76 

|   |   |   |   |   C <= 6.48: '(-40.79422--20.29938]' (3.0/1.0) 

|   |   |   |   |   C > 6.48: '(-61.28906--40.79422]' (2.0/1.0) 

|   |   |   |   O > -164.76 

|   |   |   |   |   F <= -2.54 

|   |   |   |   |   |   C <= 6.08: '(-40.79422--20.29938]' (5.0/1.0) 
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Empirical Results 

The dataset used in our research work gathered from the database Taiwan Economic Journal (TEJ). The dataset 

consists of 16 quarterly financial variables form 1995 until 2012 including Total assets turnover, Inventory turnover, 

receivable turnover, EPS, ROA, Net profit margin, Net rate of return, Current ratio, Quick ratio, Debt ratio, Revenue 

growth rate, Total growth rate, Net income growth rate, Operating margin growth rate, Net growth rate, P/B and stock 

return. As the amount of such data is very large and complicated, the decision was taken to randomly choose two 

different industries rubber and concrete to run this experiment. Totally, eight companies including 9,656 data were 

collected for rubber industries, and another seven companies including 9,656 data were collected for concrete 

industries respectively.  

 At the beginning, when the data was collected, we removed the abnormal value in the data. After that we 

separated the data into training data set during the period from 1995 through 2009, and test data set for the period 

from 2010 to 2012. 

   After the data has been prepared, the next step was to build the Multilayer Perceptron model and Meta 

Regression model. Both models were selected because their construction do not require any domain knowledge and 

can handle high dimensional data. Another benefit is that the result induction of Multilayer Perceptron model and 

Meta Regression by are simple and fast. 

   Moreover, for the purpose of increasing the accuracy of the result, feature extraction is used in this paper to 

reduce the original 16 variables into 5 variables, and proves that whether feature extraction strategy have capable of 

improving the accurate of the result.  

The final step of the experiment is to compare which model is better in the prediction of stock return. The 

criterions used to evaluate and compare performance in this paper includes MAE (Mean Absolute Error), RMSE 

(Root Mean Squared Error), RAE (Relative Absolute Error) and RRSE (Root Relative Squared Error). 

Table 1:  

Prediction results of the rubber industries 

 Multilayer Perceptron  Meta Regression by discretization 

 Original  Feature 

Extraction 

Difference  Original Feature 

extraction 

Difference 

MAE 19.12 15.54 3.58 23.59 20.92 2.67 

RMSE 24.54 23.39 1.15 30.14 28.56 1.58 

RAE 168.72% 106.38% 62.33% 208.16% 143.26% 64.90% 

RRSE 169.85% 108.62% 61.23% 208.59% 132.61% 75.98% 

      

The prediction result for the rubber industries were summarized in Table 1. The MAE values of Multilayer 

Perceptron and Meta Regression are 19.12 and 23.59 respectively. Therefore, the Multilayer Perceptron performs 

better than Meta Regression by 4.47. As the result, RMSE of Multilayer Perceptron is 24.54 and Meta Regression is 

30.14, Multilayer Perceptron is better than Meta Regression 5.60. RAE of Multilayer perceptron is 168.72% and Meta 

Regression is 208.16%, Multilayer perceptron is better than Meta Regression 39.44%. RRSE of Multilayer perceptron 

and Meta Regression is 169.85% and 208.59%. RRSE of Multilayer perceptron is better than Meta Regression about 

38.74%. 

Furthermore, table demonstrate the MAE, RMSE, RAE and RRSE of Multilayer Perceptron model from 19.12, 

24.54, 168.71% and 169.85% improve to 15.54, 23.39, 106.38% and 108.62% after using the feature extraction 

strategy. In comparison, the MAE, RMSE, RAE and RRSE of Meta Regression model also from 23.59, 30.14, 

208.16% and 208.59% improve to 20.92, 28.56, 143.26% and 132.61% after using the feature extraction strategy. 

Table 2:  

Prediction results of the concrete industries 

 Multilayer Perceptron  Meta Regression by discretization 

 Original  Feature 

Extraction 

Difference  Original Feature 

extraction 

Difference 

MAE 11.56 9.07 2.49 16.49 11.93 4.56 

RMSE 16.59 11.23 5.36 20.41 15.92 4.50 

RAE 135.19 % 105.83% 29.36% 192.91% 139.26% 53.65% 

RRSE 150.08% 101.72% 48.36% 184.65% 144.11% 40.54% 

 

The prediction result for the concrete industries was summarized in Table 2. The MAE values of Multilayer 

Perceptron and Meta Regression are 11.56 and 16.49 respectively. Therefore, the Multilayer Perceptron performs 
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better than Meta Regression 4.93. RMSE of Multilayer Perceptron and Meta Regression is 16.59 and 20.41, 

Multilayer Perceptron is 3.82 better than Meta Regression RAE of Multilayer perceptron and Meta Regression is 

135.19% and 192.91%, Multilayer perceptron is 57.73% better than Meta Regression. RRSE of Multilayer perceptron 

and Meta Regression is 150.08% and 184.65%, Multilayer perceptron is 34.57% better than Meta Regression. As the 

result, table 2 shows that Multilayer Perceptron model is still better than Meta Regression model. As illustrated in 

Table 1 and 2, the Multilayer Perceptron also outperforms the Meta Regression in all performance metrics. 

 

The result from this experiment shows that Multilayer Perceptron model and Meta Regression model are capable to 

use in stock return prediction. However the result shows that the MAE, RMSE, RAE and RRSE of Multilayer 

perceptron model is better than Meta Regression model, this implies that Multilayer Perceptron is better in stock 

return prediction.   

  Furthermore, Table 1 and Table 2 also shown that after using PCA Analysis result in this paper have improved. This 

implies that the (PCA) is able to improve the accuracy of the prediction in this paper.  

Conclusion and Future work 

In this research we proposed to find out which model is better in stock return prediction by using data mining 

technique, Multilayer Perceptron model or Meta Regression model. We used both classifiers on the historical 

financial data of the industries to compare the result. The prediction results on this paper suggest that Multilayer 

Perceptron model is better in stock return prediction. However, both models can be useful tools for the investors to 

make a right decision on their stocks based on the analysis of the historical financial data. By the way, the model used 

in this paper still not enough prefects because many financial factors including, but not limited to, politics issue, 

economic factor, direction of the institutional investor and investors’ expectations influence stock market. 

  Future work in this paper is still huge space for examination and improving the model by assess the whole 

industries or any companies in the capital market in Taiwan. In addition, the evaluation of a larger collection of 

learning techniques such as rough sets, decision tree and Bayes net can show a great field for the future research. 

Furthermore, think over the factor will affecting the behavior of the capital market, such as direction of the 

institutional investor, trading volume, historical stock price, and economic issue which might influences stock market 

can be another great field for future studying.  
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